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Presentation Outline

• Challenges of IoT/ Edge Computing
• Benchmarking: State-of-the-Art
• Unfair / Fair Benchmarking
• Use-Case dependent Benchmarking
• Conclusions and Outlook
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Challenges of IoT / Edge Computing
• What is the best solution for my application?

• Objective is Hardware comparison and KPIs estimation

• Applications for neuromorphic computing
• Industrial plant  Condition Monitoring 
• Automotive  Autonomous Driving
• People  Ambient Assisted Living
• Ecosystems  Animals monitoring

• Conditions
• Distributed deployment
• Continuous Monitoring (low-latency)
• Battery powered operation (low-power)
• Wireless communication (without cloud connection)
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Benchmarking: State-of-the-Art
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Benchmarking: State-of-the-Art
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Benchmarking: Combined KPIs
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Unfair / Fair Benchmarking
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Fair benchmarkingUnfair benchmarking

Unfair Benchmarking
• Same NN is deployed in each hardware platform 
• Hardware KPIs can be compared since Task and 

Model KPIs are same
• However, all capabilities of the hardware are 

not exploited and the models are not optimized 
and the comparison is misleading

Fair benchmarking
• Exploits all capabilities of the hardware
• Different NN models are deployed on the 

hardware
• Thus Model and Hardware KPIs cannot be 

compared
• Over-optimization makes the comparison 

impossible.
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Use-Case dependent Benchmarking

• A benchmarking framework is 
necessary 

• Automated Search is necessary to 
optmize KPIs

• Each hardware suports different 
network sizes and layer types

• Benchmarking should compare only 
architectures exploring all hardware 
capabilities for the requirements of a 
certain use case

• Accuracy, latency, energy per inference
• Hardware device can be selected 

based on the resulting KPIs
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Use-Case dependent Benchmarking
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NN Value
Quantization 8, 4, 2 bits

SRAM 200 kBytes

Num. Layers ≤ 10

Layer types Conv1D, Conv2D, 
Flatten (1x1 Conv), 
FC, BN

Activation 
types

ReLU, Sigmoid

Max. input size 
FC layer

1152

Accuracy ≥92%

Mean Power 
consumption

< 1 mW

Latency < 5 ms
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Conclusion and Outlook

• Benchmarking neuromorphic hardware is a hard task
• Variety of devices
• Variety of software tools
• (Un)comparable KPIs

• Not all KPIs are relevant, combined KPIs are more informative
• Use-case based benchmarking should be used
• Benchmarking framework and complete software tool chain are necessary

• Hardware-aware training
• Automated search
• Mapper and compiler
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Event Organisers
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