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Introduction: FMEA

FMEA (Failure Mode and Effect Analysis):
• Semi-structured data for cause-effect relation
• Fundamental Tool for Quality Management.
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• What can go wrong
• What effect will it have
• ...
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Introduction: causal relation in free texts

Motivation: extract cause-effect relation from free text to:
• Convert free text to structured data
• Easier access to large number of cause-effect relations
• Eventually provide input for FMEA analysis
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Decreasing the Ar flow rate causes a decrease of the etch rate.
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Introduction: Machine learning method

• Goal: Extract cause-effect pairs from free texts

• Task: information extraction (IE)
• Extract and classify span
• Extract relation

• Method: supervised learning
• Requires annotated data
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Decreasing the Ar flow rate causes a decrease of the etch rate.
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Introduction: Annotated cause-effect data

• Existing annotated data in 
different domain:

• News: BECauSE
• Bio-medical: BioCause

• No existing data in semi-
conductor domain --> 
S2ORC-SemiCause
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BECauSE

We are in serious economic trouble because of inadequate regulation

BioCause

In the case of PmrB, a normal response to mild acid pH requires not only 
a periplasmic histidine but also several glutamic acid residues. Therefore, 
regulation of PmrB activity may involve protonation of one or more of 
these amino acids.

S2ORC-SemiCause

Decreasing the Ar flow rate causes a decrease of the etch rate.
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Annotation: Inter-annotator-agreement (IAA)

• Improved IAA for iter 2, due 
to updated guideline

• IAA as measured by span F1 
comparable to BEcauSE
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Iteration 1 Iteration 2
Relation Cohen’s κ 0.65 0.80
Cause F1 0.55 0.71
Effect F1 0.60 0.81

BEcauSE span F1 0.83 Reference for machine 
learning performance

2 Annotators on same data; 2 iterations
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Baseline Model 

Baseline model: 
transfer learning from pretrained-S2ORC-BERT for token-classification task
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Decreasing the Ar flow rate causes a decrease of the etch rate.
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Baseline Model performance

• Baseline performance stable against random initialization
• Model performance lower than other datasets (token classification)
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F1 F1 partial overlap
Cause 0.48 ± 0.02 0.59 ± 0.01
Effect 0.50 ± 0.03 0.62 ± 0.02

These safe zones are provided to a model predictive controller as reference 

to generate feasible trajectories for a vehicle

Model Annotation
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Compare to other datasets

• Finetuning BERT typically reach ~90% 
F1 for token classification

• Lower performance for smaller training 
data size (e.g. S2ORC-SemiCause)
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Avg span length
S2ORC-SemiCause 9.4 ± 7.2
BC5CDR 1.4 ± 1.3

• S2ORC-SemiCause dataset has 
much longer span length
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Conclusion
• S2ORC-SemiCause dataset: annotated cause-effect relations for free text in 

semiconductor domain (scientific publications)
• Baseline model available for extracting causes and effects
• Long span length challenging for state-of-the-art token classification models
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• a
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Event Organisers
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The Key Digital Technologies Joint Undertaking - the Public-Private Partnership
for research, development and innovation – funds projects for assuring world-
class expertise in these key enabling technologies, essential for Europe's
competitive leadership in the era of the digital economy. KDT JU is the successor
to the ECSEL JU programme. www.kdt-ju.europa.eu
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