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1. Publishable summary 
Memory-on-Logic 3D system partitioning can help improve system performance in a great way. 
Benefits come from more direct interconnect between the logic and the memory macros, but also 
from the fact that standard cells in the logic die can be placed closer to each other, thus significantly 
reducing the contribution of the interconnect to the critical path delay.  

Benefits from the 3D system integration are architecture dependent. However, 3D system integration 
is particularly well suited for Deep Learning, Artificial Intelligence, Neural Networks, and other 
architectures that use complex memory hierarchies that fully share data among different cores [1]. 
Such architectures put significant pressure on the interconnect requirements to the memory and very 
often must scarify capacity to allow reasonable performance [2].  

By analysing 3D place and route of a state-of-the-art many-core architecture with 64 low-power RISC-V 
like cores we were able to show that the 3D performance could be improved by 40% compared to 2D 
(imec iN3). Power and area of the 3D system still need to be co-optimized together with the 
performance. This is because current 3D timing constraints, automatically generated for a given 3D 
partition use fixed timing budget for all 3D paths in the system. This causes excessive buffer insertion 
that skews power and area of the 3D SoC.  

To reach such significant 3D performance benefits we need aggressive 3D integration technologies. In 
this work we have used hybrid Face-to-Face bonding at wafer level to allow sub 1 µm 3D structure 
pitch. In our design, and to allow signal and power routing we need a 3D pitch of 0.56 µm. This is 
driven by the fact that the partitioning of lower cache levels results in a significant 3D pin count over 
a small area. Partitioning of upper levels would certainly relax the pitch requirements, but will not 
bring as many performance benefits, since upper hierarchical levels are typically more tolerant to 
interconnect delay.  


	1. Publishable summary

